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ABSTRACT

Each parameter $w$ in an abstract parameter space $W$ is associated with a different probability distribution on a set $Y$. A parameter $w$ is chosen at random from $W$ according to some a priori distribution on $W$, and $n$ conditionally independent random variables $Y^n = Y_1, \ldots, Y_n$ are observed with common distribution determined by $w$. Viewing $W$ as a random variable, we obtain bounds on the mutual information between the random variable $W$, giving the choice of parameter, and the random variable $Y^n$, giving the sequence of observations. This quantity is the cumulative risk in predicting $Y_1, \ldots, Y_n$ under the log loss, minus the risk if the true parameter $w$ is known. The upper bounds are stated in terms of the Laplace transform of the rate of growth of the volume of relative entropy neighborhoods in the parameter space $W$, and the lower bounds are given in terms of the corresponding quantity using Hellinger neighborhoods. We show how these bounds can be interpreted in terms of an average local dimension of the parameter space $W$ under suitable conditions.

1. Introduction

Let us assume that the state of nature is defined by a parameter $w$ in an abstract parameter space $W$. We are not allowed to observe the state of nature directly, but rather must make inferences about it indirectly by observing a sequence of observations $y^n = y_1, \ldots, y_n$. These observations are the values of $n$ random variables $Y^n = Y_1, \ldots, Y_n$ that are conditionally independent given the true state of nature $w$ and have a common distribution determined by this true state of nature. This general setup is fundamental in statistics and related disciplines, including coding and data compression, and computational learning theory. It is usually called density estimation or parameter estimation in statistics, depending on the nature of the parameter space $W$. In this paper we explore this setup from an information theoretic point of view.

We can measure our progress in learning about the true state of nature by measuring how well we are able to predict the observation $y_{t+1}$ after seeing the previous observations $y_1, \ldots, y_t$. Let us assume that $Y$ is discrete. If, after seeing these previous observations, we produce the estimate $\hat{P}_t$ of the distribution on $Y$ defined by the true
state of nature, then let us define our loss in predicting the observation $y_{t+1}$ to be $-\log \hat{P}_t(y_{t+1})$. If the logarithm base 2 is used, then this loss can be interpreted as the number of bits needed to encode $y_{t+1}$, making appropriate use of the estimated distribution $\hat{P}_t$. The total loss in sequentially predicting the observations $y_1, \ldots, y_n$ can be defined as $-\sum_{t=1}^n \log \hat{P}_{t-1}(y_t)$. This can be viewed as the number of bits need to encode $y_1, \ldots, y_n$ by an adaptive coding scheme that makes use of the estimated distributions $\hat{P}_0, \ldots, \hat{P}_{n-1}$. Analogous definitions can be made for continuous $Y$ using estimated densities.

It is useful to compare the total loss incurred by using a particular method for obtaining the estimated distributions $\hat{P}_t$ to the total loss that would be obtained if we knew the true state of nature, and thus used the true distribution on $Y$ to encode each $y_t$. The difference between these two losses is called the regret or net loss. The expected regret, with respect to the random choice of $y_1, \ldots, y_n$ according to a fixed state of nature, measures the average extra number of bits we need to encode $y_1, \ldots, y_n$ over and above the average number of bits required by the optimal encoding method, which would use the true distribution. This is called the redundancy in coding theory, and is generally called risk in statistics (with respect to arbitrary loss or regret functions).

The risk of any method depends on the true state of nature $w \in W$. Taking a Bayesian approach, let us define an a priori distribution on the parameter space $W$ so that $W$ itself can be viewed as a random variable. We can then quantify the performance of any method that produces estimated distributions $\hat{P}_t$ by its average risk when the true state of nature is drawn at random according to the prior distribution on $W$. In this case the posterior distribution $P(Y_{t+1}|y_1, \ldots, y_t)$ is the unique optimal choice for $\hat{P}_t$, and the average risk (redundancy) of this optimal method (the Bayes method) is called the Bayes risk. A simple calculation (see e.g. 8) shows that the Bayes risk is equal to the mutual information $I(W; Y^n)$ between the random variable $W$ and the random variable $Y^n = Y_1, \ldots, Y_n$, which can be interpreted as the average amount of information contained in the observation sequence $Y^n$ about the true state of nature $w$. This leads to the other standard interpretations of the mutual information in terms of density estimation and coding theory.

Because of it’s key role in several areas, the mutual information $I(W; Y^n)$ has been investigated by numerous authors. Early work by Ibragimov and Hasminskii showed that $I(W; Y^n) \approx (D/2) \log n$ when $Y$ is real-valued and the conditional distributions on $Y$ are a smooth family of densities indexed by real-valued parameter vectors $w$ of dimension $D$, and certain other conditions apply. In this case they were even able to estimate the lower order additive terms in this approximation, which involve the Fisher information and the entropy of the prior. Further related results were given by Efroimovich and Clarke. Clarke and Barron gave a detailed analysis, with applications, of the risk (redundancy) of the Bayes method as a function of the true state of nature. Related lower bounds, which are often quoted, were obtained
by Rissanen\textsuperscript{13}, based on certain asymptotic normality assumptions. In this paper we extend work from \textsuperscript{11,8,2} that seeks to obtain bounds on $I(W; Y^n)$ in more general settings.

In this paper we build on results given in \textsuperscript{11}. The approach taken here is to relate the mutual information $I(W; Y^n)$ directly to a kind of average local dimension of the parameter space $W$. The distance between two states of nature $w$ and $w^*$ is measured in terms of the distance between the conditional distributions on the observation space $Y$ that they define. This distance is defined as the Hellinger distance between the distributions. The volume of a Hellinger neighborhood of radius $r$ around the true state of nature $w^*$ is defined as the prior probability of all $w \in W$ within distance $r$ of $w^*$. The rate at which this volume scales as a function of $r$ is shown to be the key quantity that determines the mutual information for large $n$ for many cases. The exponent in the rate of growth can be defined as the local dimension of $W$ at the point $w^*$.

2. Basic Definitions and Statement of Main Result

We use the following notational conventions. For a random variable $X$, $P_X$ denotes the distribution function for $X$, and if $X$ has a density then it is denoted $p_X$. For countable $X$, $P(x)$ denotes the probability that $X = x$ and for continuous $X$, $p(x)$ is shorthand for $p_X(x)$. For a (measurable) function $f(x)$, $E_X f(x)$ denotes the expectation of $f$. Given random variables $X$ and $Y$, $P_{X,Y}$ denotes their joint distribution, $E_{X,Y} f(x,y)$ the expectation of $f$ with respect to this joint distribution, etc. The conditional distribution of $Y$ given that $X = x$ is denoted $P_{Y|x}$, and $p_{Y|x}$ denotes the conditional density. $P(y|x)$ and $p(y|x)$ denote the probability and conditional density of $y$ given $X = x$, resp. The conditional expectation of $f$ given that $X = x$ is denoted $E_{Y|x} f(x,y)$. Similar notation is used to condition on an event. Finally, the marginal distribution of $Y$ is denoted $P_Y$, a specific marginal probability is denoted $P(y) = E_X P(y|x)$, the marginal density is denoted $p_Y$, and a specific density value is denoted $p(y) = E_X p(y|x)$. Throughout the paper we employ the convention that $0 \ln 0 = 0 \ln \infty = 0 \ln \frac{0}{0} = 0$.

Let $W, Y_1, Y_2, \ldots$ be random variables such that $Y_1, Y_2, \ldots$ are conditionally independent and identically distributed given $W$, their common distribution denoted by $P_{Y|w}$, for each $w \in W$. The random variable $W$ takes values in an arbitrary set. For simplicity we assume that either $Y$ takes values in a countable set, or $Y$ is continuous\textsuperscript{a} with conditional densities $p_{Y|w}$ defined for each $w \in W$. Our default assumption will be that $Y$ is countable, and all our results will be stated explicitly for this case, with comments on how analogous results can be obtained for continuous $Y$. All functions

\textsuperscript{a}Specifically, we assume that conditional densities $p_{Y|w}$ are defined with respect to a common sigma-finite measure on a suitable probability space, such as $k$-dimensional real space with the Lebesgue measure.
in our results are assumed to be measurable without explicit mention.

For each \( n \geq 1 \), let \( Y^n = Y_1, \ldots, Y_n \) and let \( y^n \) denote a typical value of \( Y^n \). We give upper and lower bounds on the mutual information between \( W \) and \( Y^n \), defined for countable \( Y \) by

\[
I(W; Y^n) = \mathbb{E}_{W,Y^n} \ln \frac{P(y^n|w)}{P(y^n)};
\]

and similarly for continuous \( Y \), using the corresponding densities denoted with lowercase \( p \).

In obtaining these bounds, we use two notions of “distance” between probability distributions. Let \( P = \{p_i\} \) and \( Q = \{q_i\} \) be two probability mass functions on a countable set. The Kullback-Leibler (KL) divergence (or relative entropy distance) between \( P \) and \( Q \) is defined by

\[
D_{KL}(P||Q) = \sum_i p_i \ln \frac{p_i}{q_i},
\]

and the (squared) Hellinger distance between \( P \) and \( Q \) is defined by

\[
D_H(P, Q) = 2 \sum_i (\sqrt{p_i} - \sqrt{q_i})^2.
\]

For densities \( p(x) \) and \( q(x) \), the analogous definitions are \( D_{KL}(p||q) = \int p(x) \ln \frac{p(x)}{q(x)} \, dx \) and \( D_H(p, q) = 2 \int (\sqrt{p(x)} - \sqrt{q(x)})^2 \, dx \).

Note that

\[
D_H(P, Q) = 4(1 - \sum_i \sqrt{p_i q_i}), \tag{1}
\]

\( (D_H(p, q) = 4(1 - \int \sqrt{p(x)q(x)} \, dx) \) in the continuous case) and therefore \( D_H(P, Q) \leq 4 \), in contrast to the KL divergence, which can be arbitrarily large.

We employ these notions of distance between distributions to define two corresponding notions of “distance” between the points in \( W \). For each \( w^*, w \in W \), let

\[
\Delta_K(w^*, w) = D_K(P_{Y|w^*}||P_{Y|w})
\]

and

\[
\Delta_H(w^*, w) = D_H(P_{Y|w^*}, P_{Y|w}).
\]

The main tool we use is the following result from \textsuperscript{11}.

\textbf{Theorem 1} For every \( n \geq 1 \),

\[
-\mathbb{E}_W \ln \mathbb{E}_W e^{-\frac{n}{2}\Delta_H(w^*, w)} \leq I(W; Y^n) \leq -\mathbb{E}_W \ln \mathbb{E}_W e^{-n\Delta_K(w^*, w)}.
\]
For any random variable $Z$ taking values in $[0, \infty)$, the function $\phi(n) = \mathbb{E} Z e^{-nz}$ is the Laplace transform of $Z$. Thus fixing $w^*$, the bounds on $I(W; Y^n)$ given in Theorem 1 are determined by the logarithms of two Laplace transforms, $\phi_H(n) = \mathbb{E} W e^{-n\Delta_H(w^*, w)}$ and $\phi_K(n) = \mathbb{E} W e^{-n\Delta_K(w^*, w)}$, the former being evaluated at $n/4$. It is often possible to make very good estimates of the logarithm of a Laplace transform for larger values of $n$. This is because for large $n$ the transform $\phi(n) = \mathbb{E} Z e^{-nz}$ is typically almost entirely determined by the asymptotic form of the distribution of the random variable $Z$ at values near zero. This means that the bounds in Theorem 1 will be determined by the probability measure of the set of $w \in W$ that lie in a small neighborhood around $w^*$, as determined by the distance measures $\Delta_K(w^*, w)$ or $\Delta_H(w^*, w)$. It can be shown that in many cases the behavior of these two distances is similar in this small neighborhood (Lemma 2 below).

The following lemma will be used to make this more precise.

**Lemma 1** Let $Z$ be a nonnegative random variable and let $F(x) = P(Z \leq x)$ be the distribution function for $Z$. Then

$$\liminf_{n \to \infty} - \frac{\ln \mathbb{E} Z e^{-nz}}{\ln n} \geq \liminf_{n \to \infty} - \frac{\ln F(1/n)}{\ln n}$$

and

$$\limsup_{n \to \infty} - \frac{\ln \mathbb{E} Z e^{-nz}}{\ln n} \leq \limsup_{n \to \infty} - \frac{\ln F(1/n)}{\ln n}.$$ 

Hence if $\lim_{n \to \infty} - \frac{\ln F(1/n)}{\ln n}$ exists, then $\lim_{n \to \infty} - \frac{\ln \mathbb{E} Z e^{-nz}}{\ln n}$ also exists and has the same value.

**Proof:** For any $r > 0$,

$$- \ln \mathbb{E} Z e^{-nz} = - \ln \left( P(Z \leq r) \mathbb{E} Z |z \leq r| e^{-nr} + P(Z > r) \mathbb{E} Z |z > r| e^{-nz} \right)$$

$$\geq - \ln \left( P(Z \leq r) + \mathbb{E} Z |z > r| e^{-nr} \right)$$

$$\geq - \ln \left( F(r) + e^{-nr} \right)$$

$$\geq - \ln \left( 2 * \max(F(r), e^{-nr}) \right)$$

$$= - \ln 2 + \min(- \ln F(r), nr)$$

Let $r = \frac{\ln^2 n}{n}$. Then it follows that

$$\liminf_{n \to \infty} - \frac{\ln \mathbb{E} Z e^{-nz}}{\ln n} \geq \liminf_{n \to \infty} \frac{- \ln F(1/n)}{\ln n} = \liminf_{n \to \infty} - \frac{\ln F(\ln^2 n/n)}{\ln n}.$$ 

Let $m = \frac{n}{\ln^2 n}$. Then

$$\liminf_{n \to \infty} - \frac{\ln F(\ln^2 n/n)}{\ln n} = \liminf_{m \to \infty} - \frac{\ln F(1/m)}{\ln m} * \frac{\ln m}{\ln n} = \liminf_{m \to \infty} - \frac{\ln F(1/m)}{\ln m}.$$
This establishes the first part.

For the second part, note that for any \( r > 0 \),
\[
-\ln \mathbb{E}_Z e^{-nz} \leq -\ln \left( P(Z \leq r) \mathbb{E}_Z \mathbb{I}_{z \leq r} e^{-nz} \right) \\
\leq -\ln F(r) + nr
\]
Let \( r = 1/n \) and the second part follows. □

For any \( d \geq 0 \) we say that a function \( F(x) \) defined on the nonnegative reals is of order \( d \) near zero if
\[
\lim_{x \to 0} \frac{\ln F(x)}{\ln x} = d.
\]
For each \( w^* \in W \), let \( F_{w^*,H}(x) = P_W \{ w : \Delta_H(w^*, w) \leq x \} \) and \( F_{w^*,K}(x) = P_W \{ w : \Delta_K(w^*, w) \leq x \} \).

**Assumption 1** We assume that for almost all \( w^* \in W \) there exists a finite index \( d(w^*) \) such that \( F_{w^*,H} \) is of order \( d(w^*) \) near zero.

The number \( d(w^*) \) is the exponent in the rate of growth of the volume (measure) of a (squared) Hellinger neighborhood of \( w^* \) as a function of its radius \( x \), and hence is related to a kind of “local dimension” of \( W \) at \( w^* \). Since \( \Delta_H(w^*, w) \) is a squared distance, the real local dimension at \( w^* \) is \( D(w^*) = 2d(w^*) \). This is the exponent in the rate of growth of the volume of a neighborhood around \( w^* \) measured with respect to the metric \( \Delta_H^{(1/2)}(w^*, w) \). Let \( D = \mathbb{E}_W \cdot D(w^*) \).

**Theorem 2** Under Assumption 1,
\[
\liminf_{n \to \infty} \frac{I(W; Y^n)}{\ln n} \geq \frac{D}{2}.
\]

**Proof:** By Assumption 1 and Lemma 1, for almost all \( w^* \),
\[
\liminf_{n \to \infty} -\ln \mathbb{E}_W e^{-\frac{D}{2}\Delta_H(w^*, w)} \geq d(w^*) = \frac{D(w^*)}{2}.
\]
Thus, using Fatou’s lemma, it follows from Theorem 1 that
\[
\liminf_{n \to \infty} \frac{I(W; Y^n)}{\ln n} \geq \liminf_{n \to \infty} \mathbb{E}_W^* -\ln \mathbb{E}_W e^{-\frac{D}{2}\Delta_H(w^*, w)} \frac{\ln n}{\ln n} \geq \mathbb{E}_W \cdot \liminf_{n \to \infty} -\ln \mathbb{E}_W e^{-\frac{D}{2}\Delta_H(w^*, w)} \frac{\ln n}{\ln n} \geq D/2.
\]

□

To show that the lower bound is tight, we make corresponding but somewhat stronger assumptions on the behavior of the volume of KL-divergence neighborhoods in \( W \).
Assumption 2 We assume that for almost all \( w^* \in W \), \( F_{w^*,K} \) is of order \( d(w^*) \) near zero (the same as the order of \( F_{w^*,H} \)).

The following lemma can be used to give sufficient conditions for Assumption 2 to follow from Assumption 1. It gives a direct comparison between the Hellinger distance and the Kullback-Leibler divergence (see also e.g. 3).

Lemma 2 \(^{11}\) (see also e.g. 3) For any \( z \), \( 0 \leq z \leq \infty \), define
\[
b(z) = \frac{z - \ln z - 1}{2(1 - \sqrt{z})^2} \in [1/2, \infty].
\]
For all distributions \( P = \{p_i\} \) and \( Q = \{q_i\} \),
\[
b(s)D_H(P, Q) \leq D_K(P||Q) \leq b(r)D_H(P, Q),
\]
where \( r = \inf_i \frac{q_i}{p_i} \) and \( s = \sup_i \frac{q_i}{p_i} \). The analogous result holds for any densities \( p \) and \( q \) with \( r = \inf_X \frac{q(x)}{p(x)} \) and \( s = \sup_X \frac{q(x)}{p(x)} \).

It is easy to verify that the function \( b(z) \) is decreasing and continuous, \( b(0) = \infty \), \( b(1) = 1 \) and \( b(\infty) = 1/2 \). Therefore, the lemma shows that when the ratios \( q_i/p_i \) are near 1 then \( D_K(P||Q) \approx D_H(P, Q) \).

Let \( z = \inf_{w,w^* \in W} \inf_{y \in Y} \frac{P_{w^*}(y)}{P_w(y)} \). If \( z > 0 \) then by Lemma 2, \( \Delta_K(w^*, w) \) and \( \Delta_H(w^*, w) \) always differ by at most a fixed constant factor \( b(z) \). In this case it is clear that the orders of \( F_{w^*,H} \) and \( F_{w^*,K} \) near zero are the same for all \( w^* \), and hence Assumption 2 follows from Assumption 1. It is not difficult to construct considerably weaker conditions under which Assumption 2 follows from Assumption 1 as well.

Our last assumption is the following.

Assumption 3 We assume that there exists a positive integer \( n_0 \) and for almost all \( w^* \) there exists a positive constant \( c(w^*) \) such that \( \mathbb{E}_{w^*}c(w^*) < \infty \) and for all \( n \geq n_0 \), \( F_{w^*,K}(1/n) \geq n^{-c(w^*)} \).

Note that under Assumption 2, \( \lim_{n \to \infty} \frac{-\ln F_{w^*,K}(1/n)}{\ln n} = d(w^*) \) for almost all \( w^* \). If this convergence is uniform over \( w^* \), and \( \mathbb{E}_{w^*}d(w^*) \) is finite, then we can take \( c(w^*) = d(w^*) + \epsilon \) for any positive \( \epsilon \) and Assumption 3 is satisfied. Thus Assumption 2 implies Assumption 3 in this case.

Theorem 3 Under assumptions 2 and 3,
\[
\limsup_{n \to \infty} \frac{I(W; Y^n)}{\ln n} \leq \frac{D}{2} < \infty.
\]

Proof: It follows from Assumption 3 that for \( n \geq n_0 \) and almost all \( w^* \),
\[
-\ln \mathbb{E}_We^{-n\Delta_K(w^*, w)} \leq -\ln \left( P\{w : \Delta_K(w^*, w) \leq 1/n\} \mathbb{E}_{W|\Delta_K(w^*, w)\leq 1/n}e^{-n\Delta_K(w^*, w)} \right) \leq -\ln F_{w^*,K}(1/n) + 1 \leq c(w^*) \ln n + 1.
\]
Therefore
\[-\ln \mathbb{E}_W e^{-n\Delta_K(w^*,w)} \leq c(w^*) + 1\]
for all \( n \geq \max(3, n_0) \). Furthermore, by Assumption 2, for almost all \( w^* \)
\[\limsup_{n \to \infty} -\frac{\ln \mathbb{E}_W e^{-n\Delta_K(w^*,w)}}{\ln n} \leq d(w^*) = D(w^*)/2.\]

Since \( \mathbb{E}_W(c(w^*) + 1) \) is finite, using the bounded convergence theorem it follows from the above and Theorem 1 that
\[\limsup_{n \to \infty} \frac{I(W;Y^n)}{\ln n} \leq \limsup_{n \to \infty} \frac{-\ln \mathbb{E}_W e^{-n\Delta_K(w^*,w)}}{\ln n} \leq \mathbb{E}_W \limsup_{n \to \infty} \frac{-\ln \mathbb{E}_W e^{-n\Delta_K(w^*,w)}}{\ln n} \leq D/2.\]

Since \( \mathbb{E}_W(c(w^*) + 1) \) is finite, \( D \) is also finite. □

Thus Assumptions 1, 2 and 3 together imply that either \( I(W;Y^n) \) is \( o(\log n) \), or \( I(W;Y^n) \sim \frac{D}{2} \ln n \) for some positive \( D \), and in the latter case they provide a formula for the constant \( D \), giving the interpretation of \( D \) as an average local dimension of \( W \). Other methods of bounding \( I(W;Y^n) \) using Theorem 1 are given in 11.

3. Conclusion

We have given general asymptotic estimates of the mutual information \( I(W;Y^n) \) in terms of the average local dimension of \( W \). Some assumptions were required in obtaining our results; it would be interesting to see how these can be weakened. Also, we have treated only the finite dimensional case, which leads to an \( O(\ln n) \) scaling law for \( I(W;Y^n) \). It would be interesting to see what general scaling laws can be established in the infinite dimensional case using Theorem 1.
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